
Facial Age Estimation Using Clustered Multi-task Support Vector
Regression Machine

Peter Xiang Gao
University of Waterloo
x33gao@uwaterloo.ca

Abstract
Automatic age estimation is the process of using a

computer to predict the age of a person automatically
based on a given facial image. While this problem has
numerous real-world applications, the high variabil-
ity of aging patterns and the sparsity of available data
present challenges for model training. Here, instead of
training one global aging function, we train an individ-
ual function for each person by a multi-task learning
approach so that the variety of human aging processes
can be modelled. To deal with the sparsity of train-
ing data, we propose a similarity measure for clustering
the aging functions. During the testing stage, which in-
volves a new person with no data used for model train-
ing, we propose a feature-based similarity measure for
characterizing the test case. We conduct simulation ex-
periments on the FG-NET and MORPH databases and
compared our method with other state-of-the-art meth-
ods.

1 Introduction
Facial age estimation uses computers to estimate age

by facial images. It can be widely applied in such ar-
eas as age-based access control, age-adaptive human
computer interaction, and age-based advertising. For
example, a computer may block violent content in a
browser when it detects the user is an adolescent using
its integrated camera; supermarket owners may estimate
the average age of their customers by surveillance cam-
eras and change their advertising strategy accordingly.
Due to its potential in various kinds of applications, fa-
cial age estimation has been studied in fields as diverse
as image processing, pattern recognition, and machine
learning.

However, accurate age estimation presents two ma-
jor challenges:
High variability of aging patterns. Factors such as

angle, illumination, facial expressions, and makeup can
reduce the robustness of the model. Further, variations
between individual facial aging patterns make it diffi-
cult to use one global function for all people. There-
fore, we try to build a model for each person, which
falls into the category of personalized age estimation.
Unlike global age estimation, which assumes that all
people share the same facial aging pattern, personal-
ized age estimation assumes that people may have their
own facial aging patterns. It is generally agreed that
personalized age estimation performs better than global
age estimation [9].
Scarcity of training data. Building a model for each
person’s aging pattern requires facial images of that per-
son at different ages. However, existing facial aging
databases usually have less than 20 images per person,
which is not enough for training individual models. To
address this problem, we introduce the Clustered Multi-
task Support Vector Regression Machine. A person’s
aging pattern is formulated as a task and an aging func-
tion is trained for this task. Similar tasks are clustered,
which means people having similar aging patterns are
in the same cluster. With clustered tasks, even if we do
not have enough training samples for one person, we
can still infer patterns from the same cluster to improve
training.

Researchers have proposed several models to solve
the facial age estimation problem. Xiao [12] showed
that the k-Nearest Neighbor method has a low error
rate during training. However, the method is overfit-
ting, as the error is large when testing with another
dataset. Lanitis [9] proposed the Weighted Person-
specific Aging Function to build a stronger estimation
model. Zhang [14] modelled age estimation as a multi-
task Gaussian Process. However, Gaussian Process is
slow as it needs to inverse a large kernel matrix. Fu [4]
and Guo [7] proposed methods based on manifold learn-
ing, which essentially first reduces the dimensionality
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of the input data and then applies subspace learning to
each manifold. Guo [8] further improved the perfor-
mance by using biologically inspired features. Suo [11]
proposed to categorize human aging patterns as long-
term and short-term. They managed to model the long-
term aging patterns as a combination of short-term ag-
ing patterns by a smooth Markov Process. In their anal-
ysis, it is necessary to use the group-specified regression
model which coincides with our multi-task learning ap-
proach.

In this paper, we propose the Clustered Multi-
task Support Vector Regression Machine(CMTSVR) to
solve the age estimation problem. Compared with other
learning methods, CMTSVR can train a robust model
with limited facial images per person. Through experi-
ments, the estimation accuracy is competitive with other
state-of-the-art methods.

2 Methodology
Each person’s aging pattern can be represented as a

series of face images at different ages, which is mod-
elled as a task. We extract the features of the face im-
ages by the Active Appearance Model [2] using AM
tools1. With feature extraction, shape, color, and tex-
ture information of a face image can be represented as
a vector. We denote the features of i-th face image of
the t-th task (or person) as a vector xti and the age of
that image as yti. In this section, we introduce how to
estimate yti based on the features of face image xti.

We first have a brief overview of the Multi-task Sup-
port Vector Regression Machine (§2.1). To build mod-
els with limited training data per person, we cluster peo-
ple with similar aging patterns in the same cluster and
build a regression function for that cluster (§2.2). The
traditional Multi-task Support Vector Machine assumes
that testing data belongs to an existing task in the train-
ing data. However, for face age estimation, testing data
is usually not derived from any task in training data. We
use a feature-based similarity measure to soft classify
the testing data (§2.3). The soft classification indicates
the goodness of each cluster’s regression function to the
new testing data. The final estimation is based on the
weighted average of each cluster’s regression function.
2.1 Multi-task Support Vector Regression

Machine
We extend the Multi-task Support Vector Ma-

chine [3, 13] to the Multi-task Support Vector Regres-
sion Machine (MTSVR).

1http://personalpages.manchester.ac.uk/
staff/timothy.f.cootes/software/am_tools_doc/
index.html

Suppose we have T learning tasks and the t’th task
has mt data points, so that they can be represented by
{{(xti, yti)}mt

i=1}Tt=1. The regression function for task t
is:
ft(x) = wtφ(x)+bt = (w0+vt)φ(x)+(b0+ct) (1)

where wt is the weight and bt is the shift. Note that
w0 is the mean of the wt, and vt is the difference be-
tween them. Unlike MTSVM, we introduce a symbol
ct for MTSVR, which measures how far away bt de-
viates from their mean b0. Function φ(·) is the feature
mapping function which allows us to have non-linear re-
gression. To find the regression function for each task,
we solve the following optimization problem:

minimize:
w0,vt,b0,ct

(2)
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where λ is the parameter that controls the similarity be-
tween tasks. ξti and ξ∗ti are the slack variables for pre-
diction error, andC is their penalty. The variable ε is the
tolerance as any prediction error less than ε will not be
penalized. The problem can be solved by the Lagrange
Multiplier in the following way:
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∗
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∗
ti

are all dual variables introduced by the Lagrange Mul-
tiplier. By setting partial derivatives of primal variables
to 0 in Eq. 3, we find the optimal condition and obtain
the dual problem. We obtain all the ati and a∗ti by solv-
ing the dual problem. The optimal condition implies
that w0 , vt and bt can be expressed by ati and a∗ti:
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and we find b0 by plugging the training data of each task
to

yti = ft(xti) = (w0 + vt)φ(xti) + b0 + ct

2.2 Clustered MTSVR
People with similar aging patterns have similar aging

functions learned by MTSVR and we can cluster them
by the similarity between aging functions. To compare
similarity between two tasks s and t at point x, we mea-
sure the squared difference of their aging functions.

ds,t(x) = (fs(x)− ft(x))2

= ((vs − vt)φ(x) + (cs − ct))2

To measure the average similarity between task s and t
on all data points of these two tasks, we define a dis-
tance function:

D(s, t) =

∑
xti
ds,t(xti) +

∑
xsj

ds,t(xsj)

mt +ms
(7)

where mt and ms are the number of data points in task
t and task s. With the function D(s, t), we calculate a
distance matrix D between all pairs of tasks for cluster-
ing. We then use Multi-Dimensional Scaling (MDS) to
embed data points to a lower dimensional space where
the pairwise distance of the points is preserved. Finally,
we cluster the tasks by the k-means method and model
a regression function for each cluster:

fk(x) = (w0 + vk)φ(x) + (b0 + ck) (8)

Here, instead of modelling each person as a task, each
cluster is modelled as a task.

minimize:
w0,vk,b0,ck

(9)
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Again, we solve Eq. 8,9 by the Lagrange Multipliers.

2.3 Assigning Unknown Testing Data
The aggregate prediction function is defined as the

weighted sum of each cluster’s regression function.

F (x) =

K∑
k=1

$k(x)fk(x). (10)

where $k(x) is the likelihood that testing point x be-
longs to cluster k. We use the k-Nearest-Neighbour
(kNN) in the feature space to find out the value of
$k(x). In the feature space, the distance between two
data points xti and xsj is represented by√

φ(xti)2 − 2φ(xti)φ(xsj) + φ(xsj)2

=
√

2− 2Φ(xti,xsj)

where the kernel function is the Radial Basis Function
Φ(xti,xsj) = φ(xti)φ(xsj) = e−γ(xti−xsj)2 . Param-
eter γ denotes the width of the kernel. A larger ker-
nel value between two points implies a closer distance.
Based on this knowledge, we use the following ways
to assign weight to each task when a testing data point

is given. Let Dk(x) =
∑

xki
Φ(xki,x)

mk
denote the aver-

age kernel value between points in cluster k and testing
data x, the weight of cluster k is $k(x) = Dk(x)∑

k̂Dk̂(x) .
We can predict testing data by Eq. 10.

3 Experiment
3.1 Dataset

There are two public aging databases available, the
FG-NET [1] database and the MORPH [10] database.
The FG-NET database contains 1,002 facial images of
82 people aged between 0 and 69. For each person, the
dataset contains 6 to 18 images at different ages. The
MORPH Album 2 contains over 20,000 images of about
4,000 people. Since the FG-NET has more face images
per person, we use it for training and the MORPH is
used for testing.
3.2 Results

We measure performance in two metrics. The first
one is Mean Absolute Error (MAE), which is the av-
erage error between prediction and the true value. For
testing data with n images, let yi be the true age and ŷi
be the estimated age, the MAE is

MAE =

∑
|yi − ŷi|
n

The cumulative score si denotes the percentage of test-
ing points whose error is less than or equal to i. Given
n testing points, si is defined as

si =

∑n
j=1 δ|yj−ŷj |≤i

n



Reference Method MAE
[6] AAS 14.83
[6] WAS 8.06
[6] AGES 6.77
[5] KAGES 6.18

[14] SVR 5.91
[7] LARR 5.07

[12] mKNN 4.93
[14] MTWGP 4.83
[8] BIF 4.77
- CMTSVR 4.37

Table 1. MAE on FG-NET
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Figure 1. Cumulative scores on FG-NET
We first train the FG-NET database and test it by the

Leave One Person Out scheme. All images of each per-
son are excluded once from training data for testing pur-
pose. The MAE of CMTSVR is 4.37 with a standard
derivation of 5.46. Table 1 shows the Mean Absolute
Errors of different age estimation methods on FG-NET
database. Figure 1 shows the cumulative scores of the
methods on the FG-NET database. We see that for both
MAE and the cumulative scores, CMTSVR performs
better than other methods.

The MORPH database does not have enough images
per person to train a model. We only use it for testing.
The MAE of our model is 5.62 with a standard devi-
ation of 4.99. The MAEs of different methods on the
MORPH database are shown in Table 2. We also com-
pared the cumulative score of the methods in Figure 2.
For most cases, the cumulative scores of CMTSVR out-
perform other methods.

4 Conclusion
In this paper, we propose Clustered Multi-task Sup-

port Vector Regression to solve the facial age estimation
problem. We solve the high variability of aging pat-
terns by using Multi-task learning and solve the scarcity
of training data by clustering people with similar ag-
ing patterns. By testing on two public database, namely
FG-NET and MORPH, we show that our approach is
competitive to other state-of-the-arts methods.
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